Nature-Inspired Reaction-Diffusion Algorithm
for Image Processing and Computer Vision
Applications

Atsushi Nomura!, Makoto Ichikawa?, and Hidetoshi Miike3

L Faculty of Education, Yamaguchi University
Yoshida 1677-1, Yamaguchi, 753-8513, Japan
anomura@yamaguchi-u.ac. jp
2 Faculty of Letters, Chiba University, Japan
3 Graduate School of Science and Engineering, Yamaguchi University, Japan

Keywords: reaction-diffusion model, image processing, computer vision
Abstract

Several chemical and biological systems self-organize spatio-temporal pat-
terns. For example, the Belousov-Zhabotinsky reaction system self-organizes
circular and spiral patterns of chemical reaction waves propagating over shallow-
layered chemical solution [1]. The slim mold Dictyostelium discoideum self-organizes
similar patterns as well as a streaming pattern in cell density distribution in an
early vegetative stage of its life cycle [2].

The Oregonator model describes a spatio-temporal pattern formation process
observed in the Belousov-Zhabotinsky reaction system [3]. The model consists of
reaction terms describing non-linear chemical oscillation and diffusion terms of
two chemical species. Thus, the model is a typical example of a reaction-diffusion
model.

Kuhnert et al. found that the light sensitive Belousov-Zhabotinsky reaction
system detects edges and segments from an intensity distribution initially pro-
vided to its solution surface [4]. That is, they successfully demonstrated image
processing without any artificial or conventional computer system, but with the
real chemical reaction. In those experiments the non-linearity of the reaction
terms works as the function of detecting edges and segments of patterns; the dif-
fusion terms help to remove small noisy and/or detailed pattern structures and
to obtain appropriate edges and segments. Edge detection and segmentation al-
gorithms are necessary for image processing and computer vision applications.
Thus, the experimental results done by Kuhnert et al. imply that the non-linear
reaction-diffusion system or its mathematical model works well in such the ap-
plication areas.

Several researchers have tried to realize image processing algorithms with
reaction-diffusion systems [5]. The authors have also developed image process-
ing and computer vision algorithms such as edge detection, segmentation and
stereo disparity detection with a reaction-diffusion model [6]. We call the class
of the algorithms ”reaction-diffusion algorithm”. All of our reaction-diffusion



algorithms utilize the FitzHugh-Nagumo type reaction-diffusion model having
two variables of activator and inhibitor under the Turing like condition. The
FitzHugh-Nagumo model describes an information transmission wave along a
nerve axon [7,8]; the Turing condition is known as a condition that produces
stable static patterns in chemical and biological reaction-diffusion systems [9].
The Turing like condition helps to obtain not transient but stable static patterns
of edges and segments in the reaction-diffusion algorithms; it also helps to keep
features such as sharp corners of patterns. Our edge detection algorithm con-
sists of the reaction-diffusion model assisted by an additional diffusion equation
being necessary to compute an average level of image brightness. That is, the
algorithm consists of three partial differential equations. The idea coupling the
reaction diffusion equation with the additional diffusion equation originates from
a mathematical model of a streaming pattern formation process observed in the
slime mold [2]. In order to apply the reaction-diffusion model to the stereo algo-
rithm, our reaction-diffusion algorithm consists of multi-sets of reaction-diffusion
models. The stereo algorithm needs to satisfy two constraints: the continuity
constraint and the uniqueness one; the diffusion term works for the continuity
constraint and the mutual inhibition mechanism built in the multi-sets works
for the uniqueness constraint.

In this poster presentation, we again present our reaction-diffusion algorithms
previously proposed [6]. Then, we confirm performance of our reaction-diffusion
algorithms, compared to other image processing and computer vision algorithms.

References

1. Zaikin, A. N., Zhabotinsky, A. M.: Concentration wave propagation in two-
dimensional liquid-phase self-oscillating system. Nature 225 (1970) 535-537

2. Hofer, T., Sherratt, J. A., Maini, P. K.: Cellular pattern formation during Dic-
tyostelium aggregation. Physica D 85 (1995) 425—444

3. Keener, J. P., Tyson, J. J.: Spiral waves in the Belousov-Zhabotinskii reaction.
Physica D 21 (1986) 307-324

4. Kuhnert, L., Agladze, K. 1., Krinsky, V. I.: Image processing using light-sensitive
chemical waves. Nature 337 (1989) 244-247

5. Adamatzky, A., Costello, B. D. L., Asai, T.: Reaction-diffusion computers, Elsevier,
Amsterdam, The Netherlands (2005)

6. Nomura, A., Ichikawa, M., Sianipar, R. H., Miike, H.: Chapter 4: Reaction-diffusion
algorithm for vision systems. Vision Systems: Segmentation & Pattern Recognition,
edited by Obinata, G. and Dutta, A., i-Tech Education and Publishing, Vienna,
Austria (2007) 61-80

7. FitzHugh, R.: Impulses and physiological states in theoretical models of nerve mem-
brane. Biophysical Journal 1 (1961) 445-466

8. Nagumo, J., Arimoto, S., Yoshizawa, S.: An active pulse transmission line simulating
nerve axon. Proceedings of the IRE 50 (1962) 2061-2070

9. Turing, A. M.: The chemical basis of morphogenesis. Philosophical Transactions of
the Royal Society of London. Series B, Biological Sciences 237 (1952) 37-72



